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Outline

● Fitting Problem
● Hyperparameters
● Tuning Methods



Under-Fitting & Over-Fitting



Hyperparameters

● Learning rate
● Number of iterations
● Number of hidden layers
● Size of hidden layers
● Choice of activation functions
● (Choice of random seeds)

… 



Under-Fitting

● Learning rate
● Increase number of iterations
● Increase number of hidden layers
● Increase size of hidden layers
● Choice of activation functions
● (Choice of random seeds)

… 



Over-Fitting

● Learning rate
● Decrease number of iterations
● Decrease number of hidden layers
● Decrease size of hidden layers
● Increase size of dataset
● Dropout regularization 
● Data Augmentation
● Choice of activation functions
● (Choice of random seeds)

… 



Dropout Regularization



Data Augmentation



● Learning rate
● Training data normalization
● Parameters initialization

Training Convergence



Learning Rate



Normalize Inputs



Parameters Initialization

https://paperswithcode.com/methods/category/initialization


Data Splitting



Deep Learning is Alchemy

https://www.science.org/content/article/ai-researchers-allege-machine-learning-alchemy

