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Outline

e Fitting Problem
e Hyperparameters
e Tuning Methods



Under-Fitting & Over-Fitting

Under-fitting Appropirate-fitting Over-fitting

(too simple to (forcefitting--too
explain the variance) good to be true) HG




Huperparameaters

Learning rate

Number of iterations
Number of hidden layers

Size of hidden layers

Choice of activation functions
(Choice of random seeds)



Under—-Fitting

Learning rate

Increase number of iterations
Increase number of hidden layers
Increase size of hidden layers
Choice of activation functions
(Choice of random seeds)



Over—-Fititing

Learning rate

Decrease number of iterations
Decrease number of hidden layers
Decrease size of hidden layers
Increase size of dataset

Dropout regularization

Data Augmentation

Choice of activation functions
(Choice of random seeds)
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DropoutT Regularization

(b) After applying dropout.

(a) Standard Neural Net



Data Augmentation

Original Vertically Flipped

Wik

Horrizontal Flipped

Resized from 500X500 to 100X100
-

Brighter Darker




Training Convergence

e Learning rate
e Training data normalization
e Parameters initialization



Learning Rate

Too low Just right Too high
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Normalize Inpults

Unnormalized:
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Normalized:
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Parameters Initialirzation

W = N(0, 0.1)
b =0


https://paperswithcode.com/methods/category/initialization

Data Splititing

Machine Learning Era

Deep Learning / Big Data Era

# examples < 10,000

Train

# examples > 1,000,000

Val/Dev

Test




Desep Learning is Alcheamy



https://www.science.org/content/article/ai-researchers-allege-machine-learning-alchemy

