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Outline

● Mini-Batch Gradient Descent
● Gradient Descent with Momentum
● RMSProp Optimization
● Adam Optimization



Mini-Batch Gradient Descent



Mini-Batch Gradient Descent

● Batch gradient descent uses all (M) examples in each iteration.
● Stochastic gradient descent (SGD) uses only 1 example in each iteration.
● Batch GD is the slowest, but the most stable. It eats more memory.
● SGD is the fastest, but quite unstable.
● Mini-batch gradient descent is a compromise.



Mini-Batch Gradient Descent



Exponentially Weighted Average



Gradient Descent with Momentum



Root Mean Square Propagation 
(RMSProp)



Adam Optimization
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Optimizations


