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Outline

● Representations
● ReLU Activation
● One-Hot Encoding
● Softmax Activation
● Multi-Class Cross Entropy



Multi-Layer Perceptron Model
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Individual Representation



Matrix Form



Activation Functions



Feature (Input) Matrix



Trainable Parameters



Target and Prediction

NOT RECOMMEND



One-Hot Encoding on Targets
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Softmax Activation on Predictions

Probability of the m-th sample being 
predicted as a member in class 1



Multi-Class Classification



Forward Propagation

Special Case:



Multi-Class Cross Entropy Loss



Back-Propagation

NOTE: Only valid if 
1. last layer is softmax activated;
2. Prediction is evaluated by  cross entropy loss



Gradient Descent Optimization


