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Binary Classification



Review: Model Training

1. Load dataset: X (features), y (labels)
2. (Randomly) Initialize model parameters: w, b.
3. Evaluate the model with a metric (e.g. BCE).
4. Calculate gradient of loss.
5. Update parameters a small step on the directions descending the gradient of loss.
6. Repeat 3 to 5 until converge.



Load Dataset

A dataset with  samples:
● Each sample has  features:  
● Each sample is labeled: 

 



Initialize Model



Sigmoid Classification

Class 0

Class 1



Binary Cross Entropy Loss



Binary Classification Metrics

E.g. airport 
security

E.g. investor

The higher the better!

E.g. medical provider



Gradient of Loss (BCE)

Matrix Multiplication



Gradient of Loss (MSE) Not Recommend



Gradient Descent


