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Multi-Input, One-Hidden Layer, One-Output Model



Outline

● Representations
● Training Process Review 

○ Validation Dataset
○ Back-Propagation



Review: Model Training

1. Prepare datasets: train, validation
2. (Randomly) Initialize model parameters: w, b.
3. Evaluate the model with a metric (e.g. BCE).
4. Calculate gradient of loss.
5. Update parameters a small step on the directions descending the gradient of loss.
6. Repeat 3 to 5 until converge.
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Feature Transformation



Individual Representation
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Input Feature Matrix



First-Layer Parameters



Second-Layer Parameters



Forward Propagation



Target and Prediction



Matrix Form



Prepare Datasets: Training

A dataset with    samples:
● Each sample has  features:  
● Each sample is labeled:     (    for binary classification)

 



Prepare Datasets: Validation

A dataset with   (      ) samples:
● Each sample has  features:  
● Each sample is labeled: 
● Validation dataset can be used to evaluate model.
● Validation dataset does not participate into model updating

 



Binary Cross Entropy Loss



Back-Propagation (2nd layer)



Back-Propagation (1st layer)



Gradient Descent Optimization


