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Multi-Input, Multi-Hidden Layer, One-Output Model



Outline

● Multi input, multi hidden layer, single output Model
● Image Processing



Graphical Representation

Input Layer
Layer 1 
(Hidden Layer)

Layer L
 (Output Layer)

Layer L-1 
(Hidden Layer)

.

.

.



Review: Model Training

1. Prepare datasets: train, validation
2. (Randomly) Initialize model parameters: w, b.
3. Evaluate the model with a metric (e.g. BCE, MSE).
4. Calculate gradients of loss.
5. Update parameters a small step on the directions descending the gradient of loss.
6. Repeat 3 to 5 until converge.



Prepare Datasets: Training

A dataset with    samples:
● Each sample has  features:  
● Each sample is labeled:     (    for binary classification)

 



Prepare Datasets: Validation

A dataset with   (      ) samples:
● Each sample has  features:  
● Each sample is labeled: 
● Validation dataset can be used to evaluate model.
● Validation dataset does not participate into model updating

 



NN1 Model (Matrix Representation)



Model Evaluation Metrics

Binary Cross Entropy (BCE)

Mean Squared Error (MSE)



Gradients of Loss



Back-Propagation (Last Layer)



Back-Propagation (Hidden Layers)

BP stops when 



Gradient Descent Optimization



Color Image



Image Representation

Chapter 23, The scientist and engineer's guide to digital signal processing



Image Resolution



Pixel Intensity



Pixel Localization



Image File Formats



Low-Level Image Processing



High-Level Image Processing

● Image restoration
● Object detection and recognition
● Image enhancement
● Image segmentation
● Feature extraction
● Morphological processing
● Analogue image processing
● Image compression
● Pattern recognition

…



Image Feature Extraction



Edge Detection



Corner Detection



Feature Transform



Color Histogram



Image Processing w/ Deep 
Learning



Deep Learning Advantages

● Automatic Feature Learning
○ Traditional Techniques: Require handcrafted features that are manually designed by experts. 
○ Deep Learning: Automatically learns the optimal features directly from raw data (e.g., pixel 

values). 
● Better Performance on Complex Tasks

○ Traditional Techniques: Work well on relatively simple, controlled datasets. 
○ Deep Learning: Excels on complex datasets with many variations (e.g., those with high 

variability in lighting, object orientation, or backgrounds).
● End-to-End Learning

○ Traditional Techniques: Involve separate stages — first, feature extraction , and then 
classification.

○ Deep Learning: Provides an end-to-end learning process, meaning that the entire model 
(from raw input to output) is optimized in one step.

● Scalability and Adaptability
○ Traditional Techniques: Often need significant adjustments when applied to different tasks.
○ Deep Learning: Deep learning models are highly scalable and adaptable across different 

image types and tasks.


